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• Advanced Network Integration

• Compute directly on network packets

• Lowest latency, highest bandwidth (RDMA)

• Filtering – avoiding work entirely

• Selective and adaptive Multicast

• Advancing DSP block functionality (e.g. FP, Stratix 10 NX)

• Deep pipelines & MISD Parallelism

• Cloud FPGAs allow for unprecedented access and scaling

• But Cloud FPGAs are not a given – must be commercially viable

• Shifting baseline – GPUs are also gaining direct network access

Most Promising Features
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• Ability to span generations/vendors beyond source level

• Cohesive development framework (Shell)

• Ability to scale up/down easily

• Within one FPGA, and across multiple FPGAs

• Enable incremental development & iterative debug (at home)

• IP / library integration

• Tools for composing & understanding deep multi-machine pipelines

Missing Technology / Future Research

Make things easier for developers – way beyond HLS
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• Continue to research irregular parallelism, sparcity, and control-flow divergence

• Need tools for anticipating different levels of integration/ hierarchy 

• On-chip, T0, T1, T2…

• Make use of general-purpose CPU instances where possible

• Memory tools for scratchpad memories

• Rethink Coherence, Consistency for distributed scratchpads (Must automate)

• Integrity & Security

• Integrated data integrity checking & checkpoints

• Next-generation DSP blocks and Tiles

• Cloud-scale debug tools

How Can Academics Help Industry?
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